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Abstract of the contribution: This contribution propose the concept of autonomous and non autonomous slice and concludes the non autonomous slice concept should be adopted as a way forward. It addresses WT4 and WT6.
Introduction
A network slice delivers a desired network behavior by means of a collection of Network Functions, interconnected and operating according to a certain Blueprint. In a sense it is an abstraction of the capabilities needed to deliver certain features, and only these features, to a UE. A Network Slice Instance is the instantiation of a Network Slice by means of the Network Function Instances (physical or virtual) that are described in the Network Slice Blueprint. A UE may access a number of different slice instances at the same time.

It is in order understanding whether each slice instance is independent from one another and has a direct signalling association with the UE, or whether they share a common handling of the UE peering relationship, despite they then may have be involved in the handling of certain Signalling transactions with the UE. This paper addresses this issue

Discussion
A Network slice may involve UE, RAN and core Components. Zooming on the core, a Core Network Slice may be modelled as a self-contained and autonomous core network, including a slice-specific NG1-C + NAS signaling handler which takes care of all the NAS signaling and NG1-C termination for the slice for the a UE and distribute commands and actions to other slice functions. We would refer to this as autonomous slice, depicted in Figure 1.
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Figure 1 –Autonomous slice

Alternately, a slice may not support the NG1-C and NAS signaling termination function, and rely on an outsourced and shared NG1-C+NAS signaling handling function, which is common to the set of slices the UE may access. We refer to this as Non-Autonomous slice, depicted in Figure 2
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Figure 2 – Non Autonomous slice

The NG1-C+NAS Handler for Autonomous slices may be optimized for the individual slice. 

However, for the case of Non Autonomous Slices, the Common NG1-C+NAS Handler needs to be able to cater for the different needs of the possible slices the UE may be able to access.  For example, a UE that can access slices A and B may not need the network to support certain procedures, so it may use a common handler for these, which we may for sake of argument call of Type 1. However, a UE that can access slices C,D and F may need to use a common handler supporting additional procedures on top of what are needed for the access to slices A and B, which we may, for sake of argument, Handler of Type 2 and so on.  Of course, alternately, a PLMN may chose to just use a single Type of common handler that fits all purposes, instead of using Common NG1-C+NAS Handlers that would be optimal to handle special slices sets.

Regardless of whether the latter or the former approach are used, the UE need not be aware of the full list of the Common NG1-C+NAS Handler capabilities that the PLMN allocates to it.

The autonomous slice approach benefit is in that the Dedicated NG1-C+NAS Handler may be perfectly tailored to the Slice needs. However there is a cost in that 
· In the event the UE needed to access this type of slices, it would need a dedicated pair of NAS keys and a dedicated NAS counter per slice. 
· The RAN would have to establish multiple NG1-c relationships per UE (one per slice). 
· If the UE accessed multiple slices, large part of the code used for a slice would have to be instantiated again for other slices and this could potentially consume more network resources, depending on the actual implementation. 
· It also appears that some functions like Mobility and reachability management in Idle and connected mode need to be shared across slices and this drives the need to outsource these (or share these), which ultimately means that we need to outsource anyhow a subset of NAS procedures into a common entity. This in turn means that, for generality of the architecture, we need, even in the case of a single slice only per UE, independent MM and with it its own NAS keys and NAS counter and temporary ID.
An example of deployment of the Autonomous Slices is in figure 3 which does not show the realistic need to outsource MM to a common central function for the UE.
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Figure 3 –Autonomous Slices deployment

It is our view it would be simpler to assume there is a Common NG1-C+NAS Handler in the Core per UE. This will then have southbound interfaces to the slices-specific functions. It also means that for procedures that affect a single slice will need to include a clear indication of the addressed slice. An example of deployment of the Non-Autonomous Slices is in Figure 4.
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Figure 4 –Non-Autonomous Slices deployment

There may be other opportunities of sharing of other slices functions but, since in this paper they are indicated in a generic way, we will no further explore these and may be subject of a separate discussion. 

So, by this proposal we conclude that:

· Proposal 1: There is a Common NG1-C+NAS Handler per UE in a PLMN

· Proposal 2: The UE obtains a single Temporary ID per PLMN, and this logically identifies a Common NG1-C+NAS Handler for the UE 
· Proposal 3: The UE uses a single NAS security association per PLMN

· Proposal 4: Slice-specific NAS transactions (i.e. addressed to a single slice only) need to be identified by a related slice identification IE included in the message.

· Proposal 5: Non Slice-specific messages (i.e. not addressed to a single slice only) NAS messages do not include a slice identification IE in the message.

It should be noted that Session Management related messages are typically slice-specific as it is expected slices may not usually share PDU sessions (albeit this is FFS and there can be valid scenarios where PDU session sharing may make sense). It is FFS whether, after SM message termination in the common NG1-C+NAS Handler, the processing may be placed in the slice it relates to, or it should be centralized and then the Common NG1-C+NAS Handler would just instruct the related slice (or slices) to implement certain SM related actions.

MM related message are typically not Slice-specific and therefore do not include a slice Identification.

Proposal
It is proposed to add the following solution to the TR 23.799 “Study on Architecture for Next Generation System”.
* * * Start of changes * * * *
6.x
Solution x – Non-Autonomous Core Network Slices
This solution applies to the key issue on network slicing
6.x.1
Architecture description


A Network slice may involve UE, RAN and core Components. Zooming on the core, a Core Network Slice may be modelled as a self-contained and autonomous core network, including a slice-specific NG1-C + NAS signalling handler which takes care of all the NAS signaling and NG1-C termination for the slice for a UE and distribute commands and actions to other slice functions. We would refer to this as autonomous slice, depicted in Figure 6.x.1-1.
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Figure 6.x.1-1 –Autonomous Core Network slice

Alternately, a slice may not support the NG1-C and NAS signaling termination function, and rely on an outsourced and shared NG1-C+NAS signaling handling function, which is common to the set of slices the UE may access. We refer to this as Non-Autonomous slice, depicted in Figure 6.x.1-2
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Figure 6.x.1-2 – Non-Autonomous Core Network slice

The NG1-C+NAS Handler for Autonomous slices may be optimized for the individual slice. 

However, for the case of Non Autonomous Slices, the Common NG1-C+NAS Handler (Which we may also refer to as Front End) needs to be able to cater for the different needs of the possible slices the UE may be able to access.  For example, a UE that can access slices A and B may not need the network to support certain procedures, so it may use a common handler for these, which we may for sake of argument call of Type 1. However, a UE that can access slices C,D and F may need to use a common handler/Front End supporting additional procedures on top of what are needed for the access to slices A and B, which we may, for sake of argument, Handler of Type 2 and so on.  Of course, alternately, a PLMN may chose to just use a single type of common handler that fits all purposes, instead of using Front ends  that would be optimal to handle special slices sets.

Regardless of whether the latter or the former approach are used, the UE need not be aware of the full list of the Common NG1-C+NAS Handler capabilities that the PLMN allocates to it.

The autonomous slice approach benefit is in that the Dedicated NG1-C+NAS Handler may be perfectly tailored to the Slice needs. However there is a cost in using an autonomous slice in that 

· Having separate per slice Mobility and reachability management in Idle and connected mode procedures means that the RAN may receive contradicting mobility management instructions from different slices (e.g. contradicting instructions on where the UE may camp). It furthermore may mean duplication of paging when multiple slices need to deliver data to the same UE in IDLE mode.  Conversely RAN controlled mobility would be made more complex for the RAN as it would have to synchronize the “Hand-Over” preparation phase over multiple slices / domains.

Thus In the event the UE needed to access this type of slices, it would need a dedicated pair of NAS keys and a dedicated NAS counter per slice. 

· The RAN would have to establish multiple NG1-c relationships per UE (one per slice). This would mean multiple (one per slice) generic NG1-c procedures to support for an UE like overload control, Reset, etc…

A common NG1-c handler would overcome these issues
· If the UE accessed multiple slices, large part of the code used for a slice would have to be instantiated again for other slices and this could potentially consume more network resources, depending on the actual implementation. 

· Some functions like Mobility and reachability management in Idle and connected mode need to be shared across slices and this drives the need to outsource these (or share these), which ultimately means that we need to outsource anyhow a subset of NAS procedures into a common entity. This in turn means that, for generality of the architecture, we need, even in the case of a single slice only per UE, independent MM and with it its own NAS keys and NAS counter and temporary ID.
An example of deployment of the Autonomous Slices is in figure 6.x.1-3 (this picture however does not show the realistic need to outsource MM to a common central function for the UE – which would bring the solution closer to the non autonomous slice case).
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Figure 6.x.1-3 –Autonomous Core Network Slices deployment

If we assume there is a Common NG1-C+NAS Handler in the Core per UE, this will then have southbound interfaces to the slices-specific functions. It also means that for procedures that affect a single slice will need to include a clear indication of the addressed slice. An example of deployment of the Non-Autonomous Slices is in Figure 6.x.1-4.
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Figure 6.x.1-4 –Non-Autonomous Core Network Slices deployment

So, since there is no identified compelling use cases to have independent per UE slices inside a PLMN, Non-Autonomous slices are assumed.
6.x.2
Function description


This solution assumes that within a PLMN, in the core there are no autonomous network slices for a single UE. In particular, the following is assumed:

· Proposal 1: There is a Common NG1-C+NAS Handler per UE in a PLMN

· Proposal 2: The UE obtains a single Temporary ID per PLMN, and this logically identifies a Common NG1-C+NAS Handler for the UE
· Proposal 3: The UE uses a single NAS security association per PLMN

· Proposal 4: Slice-specific NAS transactions (i.e. addressed to a single slice only) need to be identified by a related slice identification IE included in the message.

· Proposal 5: Non Slice-specific messages (i.e. not addressed to a single slice only) NAS messages do not need to include a slice identification IE in the message.

Figure 6.x.2-1 and 6.x.2-2 depict the concept of  Non-Autonomous Network Core network Slice and the expected deployment configuration respectively 
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Figure 6.x.2-1 – Non Autonomous Core Network slice
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Figure 6.x.2-2 – Non Autonomous Core Network Slices deployment scenario
Typically, functions like Mobility Management are part of the Front end. 
Editor's Note: Whether Session Management state machines are in the Front End or in the Non Autonomous Core Network slices is FFS.
6.x.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

* * * End of Changes * * * 
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